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ABSTRACT: Intelligent vehicles will evolve more autonomous as they become more digital and networked. However, 

they are also   growing increasingly vulnerable to cyber-threats, which are going to become a greater worry. Using a 

deep learning methodology, this research provides a sensor-based attack detection system for autonomous vehicles. 

Global Positioning System (GPS) and Light Detection and Ranging (LiDAR) sensor attacks are investigated in this 

work. Moreover, deep learning approach is enriched with auto encoder neural network to reduce the dimensionality of 

the Safety Pilot Model Deployment Data (SPMD) dataset. Once the dimensionality is reduced, the reduced feature set 

is given as input to classification model. Feed forward neural network act as classifier which outputs two classes: 

normal and attack. Also, dropout is added in classification model to prevent overfitting of the model. Finally, the 

performance of proposed work is evaluated in terms of accuracy, training and validation loss  
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I. INTRODUCTION 
 

In the recent years, Automobile Industries compete with each other to launch the first fully autonomous vehicle. In 

future we will see lot of self-driving cars around the world. Many companies like GM, Ford, Toyota, Tesla, etc. are 

taking test drives in recent years. Many Automobile industries have invested for developing Autonomous Vehicle [1]. 

An autonomous vehicle or a driverless vehicle is one that is able to operate itself and perform necessary functions 

without any human intervention, through ability to sense its surroundings. 

 

To enable intelligent transportation, autonomous vehicle systems leverage a variety of sensors, such as GPS, LiDAR, 

camera, etc., to localize themselves and perceive the environment. This increases the exposure of potential 

vulnerabilities under malicious cyberattacks. Once under attack, vehicles may perform anomalous behaviors, which 

would cause disruptive consequences and even catastrophic accidents [2]. 

 

Sensors observe the environment in which self-driving cars work, and any attack on them would be disastrous, leading 

the car to make poor judgments with significant repercussion. Attackers can target any sensor on a self-driving car and 

try to deceive it by presenting it with skewed data. Stop signs with little graffiti or art stickers, for example, may be 

difficult for computer vision systems to identify. Fake objects may cause the automobile to halt or slow down 

needlessly, but eliminating a genuine item may result in an accident. The type, functionality and use of a sensor 

determines the extent to which it could contribute to scoping out cyber threats, as well as the extent to which it could 

inform potential implications should it be compromised [3]. 

 

Therefore, it is of great significance to develop methodologies for the protection of vehicles against sensor attacks in 

real-time, which belongs to the domain of cyber-security. Model-based approaches compare the actual measurement 

with the predicted state based on the system model [4]. This detection structure has been used by conventional model-
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based approaches and its efficacy has been demonstrated in long term practices. Nonetheless, due to the uncertainties 

including noise and modeling errors in real applications, stealthy attacks may be ignored by conventional model-based 

detectors, when the deviation between the measurement and the predicted state caused by the attack is overpowered by 

the uncertainties. So, this work proposes a deep learning-based approach to detect and identify cyber-attacks imposed 

on sensors for autonomous vehicles. 

 

The contributions of this work are as follows: 

 To analyse detect GPS and LiDAR sensor attacks for autonomous vehicles, a new model based on deep learning 

by monitoring the GPS and LiDAR measurements. 

 To evaluate the efficiency of proposed work, it is evaluated in terms of accuracy, training and validation loss 

 

II. RELATED WORK 
 

Chowdhury et. al. [3] analyzed potential cyber-attacks and their repercussions on self-driving vehicles, as well as their 

weaknesses, are fully presented in the assaults that have previously attacked self-driving cars. This survey contains 

latest research on how a self-driving car can maintain resiliency in the face of persistent cyber-attacks. They also 

suggested new research areas for addressing the security concerns raised by self-driving automobiles. 

Zhang et. al. [5] proposed a safe vehicle state estimate-based cyber-attack detection technique for autonomous cars, 

including an example application in the vehicle localization system under attack. The discrepancy between the 

measurements taken by the onboard sensors and the state estimation is monitored in real time. 

 

Xiong et. al. [6] proposed To simultaneously assault the image and LiDAR perception systems in autonomous vehicles, 

two multi-source adversarial sample attack models, including the parallel attack model and the fusion attack model, 

were developed. Adversary samples are generated separately from the original picture and LiDAR data in the parallel 

attack model. Through comprehensive real-data experiments, they validated proposed to break down the perception 

systems of autonomous vehicles compared with the state-of-the-art. 

 

Farivar et. al. [7] introduced the idea of a clandestine attack against autonomous vehicles that could risk passenger 

safety. They also devised a stealth attack against autonomous vehicles' lane- keeping systems. They reconstructed road 

curves and compared them to readings using GPS data and offline maps. The proposed models' validity and 

effectiveness are confirmed by the findings. Changalvala and Malik [8] proposed a novel semi-fragile data hiding-

based technique for real- time sensor data integrity verification and tamper detection and localization. Specifically, the 

proposed method relies on 3-dimensional quantization index modulation (QIM)-based data hiding to insert a binary 

watermark into the LiDAR data at the sensing layer. 

 

Because it relies on external data, such as GPS and information from cameras, vehicle location measurement is 

frequently sensitive to deception attempts. As a result, detection and estimate of position sensor deception attacks for 

local vehicles in a platoon should be addressed. To address this issue, Ju et al. [9] propose a linearized model to 

describe the longitudinal dynamics of a local vehicle. Based on analysis results, simulations are conducted to verify the 

effectiveness of the proposed attack detection and estimation scheme. 

 

He et. al. [10] collected a large set of potential cyber attacks are and investigated from the aspects of target assets, risks, 

and consequences. Severity of each type of attacks is then analysed based on clearly defined new set of criteria. The 

levels of severity for the attacks can be categorized as critical, important, moderate, and minor. Mitigation methods 

including prevention, reduction, transference, acceptance, and contingency are then suggested. It is found that remote 

control, fake vision on cameras, hidden objects to LiDAR and Radar, spoofing attack to GNSS, and fake identity in 

cloud authority are the most dangerous and of the highest vulnerabilities in CAV cyber security.  

 

III. METHODOLOGY 
 

This section goes over the specifics of a proposed project. After the entire feature set has been extracted, an 

autoencoder neural network is used to decrease it. The classifier uses the reduced feature set as input to conduct binary 

classification. Figure 1 illustrates the architecture of proposed work. 
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The dataset used is from the Research Data Exchange (RDE) archive for the Safety Pilot Model Deployment (SPMD). 

Since there is no anomalous dataset available in real-time and anomalous values are injected into the dataset. 

 

 
 

Figure 1: Architecture of proposed work 
 

This data contains high dimensional features and it should be reduced first using by choosing only significant features. 

So, initially the dimensionality reduction is carried using autoencoder network and then reduced feature set from this 

module is given as input to classification model. 

 

False data injection (FDI) is detected in this work. In a FDI attack, the attacker injects malicious measurements to 

replace normal sensor outputs, in order to compromise the closed-loop control system. In autonomous driving 

applications, the position measurement may be biased to another lane by a FDI attack. 

In real applications, the position and orientation of the vehicle can be observed by sensors, such as GPS, LiDAR, IMU, 

camera, etc, which are corrupted with noise. Thus, the measurement equation can be given as, 

  

As GPS and LiDAR are vulnerable to these FDI attack, anomalous measurements may occur. Consequently, the 

following modified measurement equation is given to describe the sensor observation under attack. 

 

A. Dimensionality reduction 

Dimensionality reduction is a technique for reducing a model's complexity and avoiding overfitting. A neural network 

architecture called an autoencoder (AE) is used to learn new features. The fact that the AE training procedure can be 

done without supervision is one of its defining features. Following that, a sequence of transformations connects the 

initial feature representation to a new feature space, and the autoencoder's quality is assessed by inspecting the rebuilt 

data for accuracy. The weights can be modified repeatedly using the computed error until the desired performance is 

attained. AEs are neural networks with at least one hidden layer and two subnets: an encoder subnet and a decoder 

subnet. This reduced feature set from autoencoder is forwarded to classification model. 

 

B. Classification 

The core deep neural network design of the classifier is a feedforward neural network architecture, with primary layers 

depicted in Figure 1 and full explanations below: 

 

C. Input layer 

This is the beginning point for the complete neural network, and it consists of numerous nodes equal to the number of 

features in the dataset in question. 
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D. Batch normalization layer 

This layer, which comes before each dense hidden layer, improves the training phase of the neural network by raising 

the training velocity and allowing for the adoption of higher learning rates as well as the saturation of any 

nonlinearities. Because of the robust gradient propagation within the deep neural network, this usually results in 

improved accuracy on both validation and test sets. 

 

E. Hidden layers 

These are a variable number of thick layers made up of artificial perceptrons (MLP) that output a weighted sum of their 

inputs after being processed by an appropriate activation function. The entire neural network is made up of at least five 

densely coupled layers of perceptrons. 

 

F. Dropout layer 

This layer is closely connected to and immediately follows the one preceding it. Many copies of the triple batch 

normalization layer-dense hidden layer-dropout layer were made. By shutting off a Bernoulli probability distribution 

function at random several neurons in the linked dense layer, the dropout layer avoids overfitting. 

 

G. Output layer 

It consists of a number of nodes that correspond to the number of classes and offers the final classification. Here, the 

binary classification is performed and if the anomalous readings is detected by the model, then classifier classifies the 

output to be „attack‟ or else to be „normal‟. Sigmoid is an activation function used in this layer. 
Results and Discussion 

The performance of proposed is evaluated using following metric: 

(i) Accuracy 

(ii) Training and validation loss 

The following Table 1 denotes the hyperparameters of the proposed model. 

 

Table 1: Hyperparameters and its value 
 

Hyperparameters Value 

Batch size 256 

Activation function Sigmoid 

Dropout 0.1 

Optimizer SDG 

Learning rate 0.01 

 

Table 2: Performance of classifier vs. number of features 
 

Features Accuracy 

PCA AE 3 layers AE 9 layers 

50 0.992 0.994 0.995 

40 0.990 0.989 0.992 

30 0.993 0.991 0.994 

20 0.993 0.992 0.994 

10 0.995 0.994 0.997 
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Figure 2: PCA and autoencoders improve classifier performance when the amount of features is altered 
  
Table 2 shows the accuracy for a varied number of features obtained using PCA, an autoencoder with three layers (AE 

3layers), and a nine-layer autoencoder (AE 9layers) for binary classification. For both PCA and AE 9layers, the 

accuracy remains rather consistent as the number of features is reduced, with high values of 99.5 percent and 99.7%, 

respectively, when the number of features is 10 which is shown in Figure 2. This might mean that initial features could 

be removed or integrated into more important ones without affecting overall performance. 

 

Table 3: Training and validation loss for proposed work 
 

 

epochs 
 

Training loss 
Validation loss 

0 0 0 

10 0.58 0.55 

20 0.55 0.53 

30 0.53 0.51 

40 0.52 0.49 

50 0.51 0.48 

60 0.48 0.46 

70 0.5 0.48 

80 0.55 0.53 

90 0.53 0.52 

100 0.52 0.5 
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Figure 3: Training and validation loss for proposed work 
 

 
IV. CONCLUSION 

 

In this work, deep learning based model has been proposed to detect sensor based attacks in autonomous vehicle. By 

introducing autoencoder network before classification, reduced feature set is obtained which reduces high 

dimensionality of the dataset. FDI attack has been detected using this proposed work. Experimental results 

demonstrated the efficiency of the proposed work in terms of accuracy, training and validation loss. In future, other 

attack types such as DoS, stealthy and replay attacks will be identified to ensure the safety of the vehicle. 
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